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Construction of Semantic Structures in the

Séluf-'O'r'ganizing Information-Base Systems
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Semantic processing of information is required for sophisticated functions such as learn-
ing, inductive inference, analogical reasoning. It is useful to organize source information
according to semantic structures. Most data models have strong restrictions for storing
complicated information and for dealing with structures of information. This paper de-
scribes construction of semantic structures in a way of self-organization based on a new
infomation model called the semantic structure model. Constructed semantic structures
consist of conceptual ones and logical ones. In the information-base, the former is realized
as a thesaurus and the latter as a taxonomy. The procedeure of automatic construction of
the thesaurus is also explained in this paper. Application to polymer information shows
that the model is appropriate for representation of information for advanced research.
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1. Introduction

Databases and knowledge-bases which can
effectively deal with complicated information of
the real world are required. Most data models
are not flexible for representing wide variety of
repationship in information. Therefore, many
attempts are reported to extend data models
to overcome restrictions. Although basic form
of the relational model are extended by Codd
and others®?%), they have difficulty in treating
complex objects, especially various relationship.
Other models such as the object-oriented data
model*®, and the entity-relationship model®
are not appropriate for management of very large
scale databeses and for handling relativity of
information. '

This paper explains information structures
based on the semantic structure model” and
construction of semantic structures by self-
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organization.

The semantic structure model is one which
has ability to deal with meaning of infor-
mation by structuralizing information. It
IBS/SORITES

(Information-Base Systems with Self Organiz-

is a model derived from
ing Receptor Interconnections®? ) which pro-
vides sophisticated functions such as inductive
inference, analogical reasoning, and learning in-
cluding semantic processing. The model is ap-
plied to polymer information and the system is
called PM-IBS(Polymer Materials-Information-
Base Systems).

The architecture of the PM-IBS is illustrated
in Figure 1. In the PM-IBS, information struc-
tures consist of physical ones and semantic ones
which include thesauri for conceptual structures

and taxonomies for logical ones.

2. The Information Structures

There are many kinds of information in

the real world, information in the PM-IBS is -
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[ 1 The Architecture of PM-IBS

organized by three kinds of structures;

e Physical structures represent physical rela-
tionships such as location of source infor-

mation.

o Conceptual structures represent the rela-
tionships such as equivalent ones and hi-

erarchical ones of concepts.

o Logical structures represent logical relation-
ship such as ‘cause and result’.

Reasoning and inferences are processed on
conceptual structures and logical ones. In ana-
logical reasoning, similarity is may be measured
as distance in conceptual structures, and reason-
ing is processed in logical structures as mapping
between corresponding substructures.

To represent conceptual structures and logical
ones, it is necessary to describe not only
basic relasionships among concepts such as
equivalent relationship and hierarchical one but
also 1‘elative, and overlapping ones. Hence the
information model which can describe complex

information is required.

3. Semantic Structure Model

In order to represent information in the real
world, it is necessary to describe hierarchical,
relative, and overlapping concepts. The semantic
structure model” was devised to deal with
meanings of information. This model is based
on extended hypergraph. A basic hypergraph is
defined as follow!? ;

Let X = {z1,22,---,2o} be a finite set. A
yEBr) on X is a
family of subsets of X such that

hypergraph H = (E;, E»,---

Bit¢ (i=1,2-,m) ()

LmJEi =X. (2)

The elements z1,2z2,:-,z, of X are called
nodes, and the sets FE;, Fa,---,FE, are called
links of the hypergraph.

Since a basic hypergraph can not sufficiently
represent relativity, overlap nor hierarchical re-
lationship in information, hypergraphs are ex-
tended in the following sense which basic hyper-
graphs do not have; 1) basic hypergraphs may
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< Expression >u= < Set > | < Simple Ezpression > |
< Simple Expression > < Connection Symbol > < FExpression >

< Simple Exzpression > ::= '('< Connection >')

< Connection > = < Set > | ,

‘< Set > < Connection Symbol > < Simple Expression >

< Set >:u= < String > | < Expression > |

< String > < Set Symbol > < Set >

< Ezpression > < Set Symbol > < Set >
!

lll__

< Connection Symbol > = ' —

<Set Symbol >u="," " > " | "«"]"AN"|"V'
2 The Expression of the Semantic Structure Model

not have a label, whereas each hyperlink in ex-
tended hypergraphs always has a label which
may have nested structures to describe mean-
ings of information, 2) the extended hypergraph
may have a direction, and 3) nodes in basic hy-
pergraphs are primitive elements of a finite set,
whereas both of nodes and links in the extended
hypergraphs may be extended hypergraphs.

Representation of the extended hypergraph
as information model has two types of
links i.e. internal links and external ones.
Internal links are used for attributes of an ob-
ject. FEaxternal links are used for explicit rela-
tionships between two or more objects.

Figure 2 shows the expression of the ex-
tended hypergraph defined in BNIF (Backus-
Naur Form).

Expression enclosed by ’(’ and )’ stands for an
internal or external link. -’ means connection

of hyperlinks, =’ equivalent of meaning, ’ ,

bl bl

nonordered set, '—’, '« ordered set, ’A’
conjunction, and 'V’ disjunction respectively.
Both types of links have the same expression
but are not so in processing them.

Thesauri and taxonomies which describe
structures of information are constructed by

these expression of semantic relationship.

4. Description of Semantic Struc-

tures

An example of conceptual structures is shown
in Figure 3. It is transformed from an expression

of the semantic structure described in Figure 4.

In Fig. 3, Condensation polymer and polycon-
densate are synonymous. Condensation copoly-
mer and copolycondensate are synonymous.
Condensation polymer is a polymer. Conden-
sation copolymer is a copolymer. The relation-
ship of polymer and condensation polymer are
polycondensation. The relationship of copolymer
and condensation copolymer are copolyconden-
sation. The relationship of polymer and copoly-
mer are copolymerization. ’Isa’ is the internal
link. ’Synonym’, ’polycondensation’, ’copolycon-
densation’, and ’copolymerization are the exter-
nal links. Each relationship may have direction.

There are different ways to represent concep-
tual structures in I'ig. 3 according to viewpoints.
The expressions of I'ig. 4 show representation of
conceptual structures from several viewpoints.

Equivalent relationship and hierarchical one
in conceptual structures are derived from the
expressions.

5. Thesaurus Construction

There are many ways to transform meanings
of concepts from forms written in natural lan-
guages to computer-oriented ones. Thesauri for
databases are a construct of keywords which con-
tains a semantic relationship of terms including
synonyms, polysemes, and hierarchical relation-
ship etc. so that it can be used for organization
of information. Although thesauri are useful in
many fields e.g. information retrieval and classifi-,
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condensation copolymer

copolycondensate

copolymer

copolymerization

copolycondesation

polycondensation

condensation polymer

polycondensate

polymer

3 An Example of Conceptual Structures

((condensation polymer

polycondensate) — (isa) — (polymer))

((condensation polymer = polycondensate) — (polycondensation) — (polymer))

((condensation copolymer = copolycondensate) — (isa) — (copolymer))

((condensation copolymer = copolycondensate) — (copolycondensation) — (copolymer))

((polymer) — (copolymerization) — (copolymer))

4 An Example of the Expression in Semantic Structure Model

cation, they have difficulties in construction and
maintenance, due to necessity of comprehensive
and wide expert knowledge, and frequent change
of terms. '

One of characteristic features of a thesaurus
is that the structural relationship of terms are
described explicitly. Structures in a thesaurus
correspond to conceptual relationships among
terms such as equivalent ones and hierarchical
ones.

Equivalent relationship is defined as a rela-
tionship between two or more terms represent-
ing same concept. Thesauri for controlled terms
describe these relationships using the following

symbols;

UF (use for):

terms,

the prefix for non-preferred

USE : the prefix for preferred terms,

while thesauri in the PM-IBS has no distinction
between preferred terms and non-preferred ones.

A broader term stands for a genus or a
whole set, and a narrower term stands for one
of individual species or parts. Hierarchical
relationship is used to rank broader concepts and
narrower concepts in order.

Hierarchical relationship is described by fol-

lowing symbols in thesauri,

BT : the prefix symbol for broader terms,

NT : the prefix symbol for narrower terms.
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In hierarchical relationship, there are three
kinds of relationships: generic-specific relation-
ship, whole-part one, and type-instance one.

Broader terms happen to appear in equivalent
relationship becauseé they cover narrower con-
cepts and are apt to deteriorate synonym set
obtained by simple transitive closure due to in-
cluding excessive polysemes.

To generate less noisy synonym sets, broader
terms should be extracted from equivalent sets
of terms, otherwise, synonym sets may contain
noise connected by polysemes. Synonym sets are
connected to the broader terms after obtaining
transitive closures?.

A set of broader terms is identified and
extracted from equivalent sets of terms or from
definition of terms in a dictionaries by several
ways as explained bellow.

1) The Coinage Rule

Technical terms are often generated by com-
bining words to give new scientific meanings.
Scientific & Technical Terms, published by the
Japaq\gse Ministry of Education and Culture,
shows*that composite terms of more than one
words amount to 70 %. These terms are struc-
turalized by equivalent relationships. Common
terms for distinct concepts are broader terms'?,
2) The Definition of Terms

Definition of a term, like in a dictionary, consists
of many terms related to it. That is, a new term
is defined by means of other well-defined terms.
Definitions are converted to expressions of the
information model. Since relationships among
terms can be extracted automatically, it becomes
easier to construct and maintain a thesaurus.
3) The Available Thesauri

The automatic thesauri can be improved by com-
bining it with available thesauri in which rela-
tionships among basic terms are well-organized.

The utilization of multi lingual “dictionaries
to extract equivalent relationship was shown
by an example of CD-WORD which is twelve

11,12)

language dictionaries The algorithm to

extract synonym sets automatically'® is shown
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as follows.

Let M, N be languages translated to each
other, and 7 be a set of translational relation-
ships. Let synonym sets in M, N be S, Sn
respectively. Let us use S,, and S), as the work-
ing sets corresponding to Sy, and S;. If m € M,
n € N, initial state of the synonym sets are
written

82, = {mo} and 8% ={},

where mo € M is a starting term. A set of
translational relationships is expressed as

Sy = {nk|(mo,nx) € T}

the synonym set is merged with the previous syn-
onym set obtained by translational relationship.

S, = U {nql(mp,nq) € T}
mp€S},

Syt =sLuUs,

Sm= | {mlm,n,) e T}
nses,';"‘l
St — gty st
St C M,SE C N are transitive closures of
synonym sets in M, A respectively, if

Sy=8t=851= =5t
Sy, =8 =g~ =gt

6. Discussions

It is not easy to extract desired information
from complicated information. Easily available
fragmental information must be organized to
built the whole structures.

One of ways to organize information is to
construct a thesaurus automatically. Most
thesauri describe equivalent relationship and
hierarchical one. It is necessary to describe not
only basic relationships among concepts but also
recursive, relative, and overlapping concepts.
Thesauri must be constructed automatically -
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because it is difficult to organize large amount of
information.

The semantic structure model has abilty
to déscribe meanings of complex information
flexibly and in detail as far as desired, so that
thesauri and taxonomies may be constructed by
self-organization in the PM-IBS.

7. Conclusion

Information structures based on the semantic
structure model and construction of the struc-
tures by the self-organization are described.

The semantic structure model for the PM-IBS
is used for flexible representation of concepts
and relationships among concepts by labeled, di-
rected, recursive links in the structures. Hyper-
links are a set of objects with abstract data type
or internal structures as attributes, and it carries
meanings as specified relationships among hyper-
nodes which may be hyperlinks at the same time
in the model used.

Thesauri with qbnceptual structures are con-
structed using synonymous relationship as equiv-
alent one and extraction of broader terms au-
tomatically from coinage rules, definitions, and
available thesauri. Taxonomies also constructed
automatically in the same way for representing
logical relationship.

Automatic construction of thesauri and tax-
onomies for semantic processing improves their
precision and maintainability.
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