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There are diversified semantic relationships such as equivalence, inclusion,
causality, and relativity in chemical data. Chemical problem solving systems depend
on whether the semantic relationships among chemical concepts can be sufficiently
represented and effectively proéessed.

The semantic structures represent the semantic relationships in an easily
understandable way for both users and computers. In order to construct this huge
and complicated semantic structures, a self organizing approach, i.e., an automatic
method is necessary. The information model for semantic representation, method
of self organization of conceptual structures of compounds (a kind of semantic
structures), and experimental results are described. The functions of the problem
solving systems include similarity measurement of compounds, analogical reasoning
of reactions, naming of molecular structures and generating molecular structures

from names, as well as substructure search of compounds.

1. Introduétio'n

In order to solve problems during research
and development, both a large amount of
knowledge and mechanisms for manipulat-
ing the knowledge to create solutions to the
problems are necessary. However, the acqui-
sition and manipulation of knowledge depend
on semantic processing. It is well known that
computers are very powerful for numerical
computing and symbolic handling but are not
so good in dealing with meaning of infor-
mation. Although numerous attempts have
been made on the theory and practice of se-
mantic processing of information, the prob-
lem remains unsolved.

Since the knowledge necessary for the real
world problem solving is usually complicated
in forms and huge in amount, both a flexible

representation form and an efficient acquisi-
tion method are required. However, conven-
tional models of databases and representa-
tion languages of knowledge bases such as re-
lational model(1, 2], E-R model[3], functional
model[4],SDM[5], object-oriented model[6), se-
mantic network(7, 8], framework[9], and so
on, have very strict constraints in represent-
ing semantic relationships[10, 11].

In recent years, several researches and at-
tempts have been made to construct large-
scale knowledge bases[18, 19, 20]. However,
it is apparent that an automatic way should
be used because the quantity of information
is so huge. Self organization of information,
which can be considered as a kind of process
of learning, is an approach for the subject.

Furthermore, in many applications, not only
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the closed world operations such as retrieval
of known facts or deductive inference, but
also the mechanisms for open world relevant
manipulation of information or knowledge such
as generation of lacking information, analog-
ical reasoning, induction and abduction are
required to create solutions to problems. Ana-
logical reasoning is one of effective methods
for problem solving. However, selection of
the analogies and measurement of the sim-
ilarities are not easy because not only the
space of analogies is very large but also the
measurement of similarities is related to se-
mantic understanding. Fortunately, it is pos-
sible to have a broad view on the information
space by using semantic structures which rep-
resent concepts and the relationships among
them systematically. Moreover, it is possi-
ble to generate some lacking information in
many cases by taking advantage of the struc-
tures.

The self organized semantic structures of
chemical data such as the conceptual struc-
ture of compounds, the conceptual structure
and the logical structure of reactions can be
used to select analogies to measure similar-
ities of compounds and reactions, to reason
out reactions analogically, and so on. More-
over, names of compounds can also be gener-
ated by analogical reasoning based on names
of similar compounds.

2. The model of semantic
structuresIntroduction

The model used here is based on the homog-
enized bipartite model which may be con-
sidered as extended hypergraphs[11]. A hy-
pergraphs can be defined as HG = (N, E),
where N is a finite set of nodes and E C 2V
is a set of edges[21].
tended by allowing labelling, direction, re-
cursion and nesting structures.

Hypergraphs are ex-

The model of semantic structures is de-
fined as follows:

EcC?2Y (1)
V=VUE ()
E=EuV )
o: L FEUV (4),

where V, E and L are sets of concepts, re-
lationships and labels respectively.

The formula (1) gives out the basic struc-
ture of the model, i.e., relationships among
concepts are defined by the power sets of
concepts (2) instead of V x V in standard
graphs. The formula (2) means that E can
be treated as V to construct structures recur-
sively. In addition, V' should possess internal
structures, i.e., should also be treated as re-
lationships. The formula (3) gives the mech-
anism for it. Finally, the formula (4) maps
labels to V' and/or E to represent meaning
such as names, directions, roles, properties,
and so on.

Fig.1 shows an example of a part of se-
mantic structures represented by the mode,
where ¢; with an ellipse stands for a com-
pound and R; with a rectangle stands for a
reaction.

3. Semantic structures of
chemical data

The information of chemical data mainly con-
sists of information on compounds and that
on reactions. The semantic structures should
be able to represent diversified semantic re-
lationships among compounds, among reac-
tions, between compounds and reactions, and
SO on.

The expression format of compounds is shown

in Fig.2. The structure of a compound is
represented as a connection table of atoms.
In the Fig.2, No. means sequnce number of
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Fig.1: A part of semantic structures
represented by the model

atoms, atom means name of atom, connec-
tivity means number of atom(s) the current
atom bonded to, connection and bond types
uses 4 colums with the same format “TNN”
to describe the detail information of bonds,
where T gives the bond type ( 1: single bond,
2: double bond, and so on) and NN, gives
the atom number (No.) of partner, position
means the x-y coordinate of the atom.

On the other hand, the information about
reactions is given in the form of:

Xi+Xo+ o+ X Y 4+ Yy + o + Y,

is-a

Connec-  Connaction&  Position
No. Aton tivity  Bond tupes ,¥)

01 C 03 102 104 203 000 368 344
02 C 03 211 107 101 000 411 319
03 C 03 105 206 110 000 282 394
04 C 03 210 101 112 000 368 394
6 C 03 213 103 108 000 239 419
0w C 03 203 114 000 282 344
07 C 03 217 119 102 000 411 263
08 N 03 218 120 105 000 239 469
09 C 02 201 106 000 000 325 319
10 C 02 103 204 000 000 325 419
11 C 02 115 202 000 000 “454 344
12 ¢ 02 104 215 000 000 411 418
13 ¢C 02 116 205 000 000 196 394
14 C 02 106 216 000 000 239 319
15 C 02 212 111 000 000 454 394
16 C 02 214 113 000 000 166 344
17 0 01 207 000 000 000 448 234
18 0 01 208 000 000 000 196 494
19 0 01 107 000 000 000 454 284
2 0 01 108 000 000 000 274 504

Fig.2: A chemical structure and its
connection table

where X; and Y; stand for the starting ma-
terials and products respectively, Cond means
the condition of the reaction, which includes
detailed information such as reagents, sol-
vents, catalysts, temperature, pressure, yields
and so on.

3.1 Construction of the
conceptual structure of
compounds

The conceptual structure of compounds is a
conceptual hierarchy representing ISA rela-
tionships among compounds.

The conceptual structure can be consid-
ered as a kind of semantic structures. ISA re-
lationship may be interpreted as more-general-
than relationships in reverse order. Further-
more, the more-general-than relationships among
compounds can be represented by common
sub-structure-of relationships among the chem-
ical structures of the compounds in most cases.
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The initial status of the conceptual struc- .
ture is a set of chemical structures only, i.e.,
C = {c1,62y s Ci}- The algorithm for con-
structing the conceptual structure can be de-
scribed as follows: o

For each ¢; € C, generate a set of struc-
tures C', where ¢ € C' = ¢; < ¢;. The nota-
tion £ < y means that x is maximal substruc-
ture of y, where z is generated by remov-
ing bonds, atoms or super-atoms (functional
groups or rings) from y. Then, both the gen-
erated set C' and ISA relationships will be
appended to the conceptual structure. The
algorithm is run recursively and the hierar-
chical structures will be organized.

The following notations are introduced to
make the description clear:

Degree of a node n, D(n): The number of
adjacent nodes of the node n.

Leaf Node, LN: a node n with D(n) = 1.
Simple Ring Edge, SRE": an edge which be-
longs to one and only one ring. SRE(r) is a
set of simple ring edges in a ring 7.

Simple Ring Node, SRN: a node n which
belongs to a ring and D(n) = 2. SRN(r) is
a set of simple ring nodes in a ring r.
Terminal Ring, TR: aring r with |SRE(r)|—
[SRN(r)| = 1.

Fig.3 illustrates an example of molecular struc-
ture and notations used in the algorithm.

In order to make the description of the al-
gorithm simple, suppose the structures are
numbered from 1 to the total number of the
structures. Moreover, some detailed processes
are omitted.

LN = 12,13

SRE(r1) = (2:3))(3)4))(4:5)a(5:6))(6’7)

SRE(r2) = (1,2),(7,8),(8,9),(9,10),(1,10)

SRN(r1) = 3,4,5,6

SRN(r2) = 8,9

—SRE(r1)— - —SRN(r1)— = 5-4=1,rlis a TR.
—SRE(r2)— - —SRN(r2)— = 5- 2 = 3, r2 is not a
TR.

Vol.8, No:1.

13 IN={ 1213}
SRE(T)={ 2.3 B. 4.4 9.6.0.6.7)
SRE()= (1,207,889, 10,01, 10)}
SRN)=(3.4.5,6)

SRN()=(8.9)

I RE)I- ISRNH)1=5-4=1, flisaTR.

L
4 /3\ 2/1\l '(/11 I
‘rl /)

N

Fig.3: Example of a molecular structure
and notations

ISRE(?)!- 1SRN()1=5- 223, Risnota TR

[Algorithm]

Seq_no = N;
FOR each structure S without boarder nodes
Do { .
IF (S is not a primitive structure) THEN
detect the SSSR(the Smallest
Set of Smallest Rings) of S;
FOR(each LN and TR of S) DO {
remove the LN or TR to
generate subgraph SG;
CALL ISOM subroutine to determine
if SG exists already;
IF (not existed) THEN
Seq_no := Seq_no + 1;
id of SG := Seq_no;
register SG;
END-IF
c_id := id of SG;
add c_id to the boarder
concept list of S;
add id of S to the narrower
-concept list of c_id;

END-IF
}

In the algorithm, the substructures gener-
ated are connected graphs because only leaf
nodes and terminal rings are removed from
structures. The conceptual structure of com-
pounds is self organized systematically.

The subroutine used to detect the rings is
based on the SSSR algorithm[22]. It finds
the smallest set of smallest rings in a struc-
ture. The graph isomorphic determination
subroutine JSOM is a improved version of
the E. H. Sussenguth’s algorithm[23).
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Fig.4: A set of structures and their substructures

Fig.4 and fig.5 show the processing of con-
structing the conceptual structure of com-
pounds. The substructures of each compound
are extracted firstly, then these piece of rela-
tionships are integrated together and bigger
ones are constructed.

The algorithm given above is a structure-
based approach, that is, the conceptual struc-
ture is constructed according to the chemical
structures of the compounds. On the other
hand, the name-based approach takes names
of compounds as terms and analyzes them to
extract the relationships among compounds.

The SS-KWIC is one of this kind -of algorithms[15].

Generally, both the structure-based approach

and the name-based one work well for con-
structing the conceptual structures.
The structure-based approach is suitable to
construct more detailed and systematic con-
ceptual structures than the name-based ap-
proach.

However, there are some compounds which
are not very near in structures but with sim-
ilar names because they share similar chem-
ical or physical properties. The name-based
approach is used to deal with them. More-
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over, the generic representation of compounds
is also difficult to be processed by the structure-
based approach because some generic names
cannot be mapped to chemical structures di-
rectly.

On the other hand, there are some com-
pounds with similar chemical structures but
not be named with similar names for some
reason(for example, compounds which had

been named before their structures were known).

In this case, the structure-based approach is
good in constructing the conceptual struc-
tures. Therefore, combination of structure-
based approach and name-based one is a prac-
tical and effective method.

(351302

< i L

[5574531 [ 2501831

Fig.5: The conceptual structure based
on fig.4

3.2 Generation of information

Vol.8, No.1

The information space of chemical data should
not be closed if it is supposed to be used for
problem solving. For example, the target of
organic synthesis is to get new compounds,
so it is essential that the systems can deal
with unknown compounds, that is to say, the
systems should be able to generate new com-
pounds and to predict their properties. The
properties of generated compounds may be
estimated based on the compounds close to
them in the conceptual structures. The log-
ical structures should also be augmented to
generate the candidates of solutions for new
reactions.

The organized information structures can
be used to generate lacking information.Gene-
rating information means connecting concepts
or creating some new concepts and connect-
ing them with other ones.It is a process of
extending the constructed information struc-
ture to a virtual information space. The vir-
tual space of information consists of concepts
which actually exist and those which may ex-
ist in the real world or may be generated log-
ically.

The conceptual structure of compounds which
is constructed based on the more-general-than
relationships between compounds is suitable
for lacking information generation. The lack-
ing compounds can be generated by augment-
ing the conceptual structure of compounds.
New structures can be assembled based on
the atom set and connection rules of molecu-
lar structures. Moreover, the position of gen-
erated concepts in the conceptual structure
can be decided because the relationships be-
tween existing concepts and generated ones
are computable.

However, some constrain_ts are necessary
because the space of chemical structures is
infinite. The constraints include starting point
(from where the generating process starts),
the components be used, the direction of gen-
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Fig.6: Generation of concepts in a bottom up manner

eration and the distance(levels be generated)
or the end point(where the process stops).
For example, there are two types of genera-
tion according to the direction.

1) Bottom up manner

This means to generate concepts from a
narrower one. New concepts are generated
by removing components from the base con-

cepts. Therefore, the constraints are not manda-

tory because the process of generation can
stop in the top of conceptual structure. How-

ever, the components or distance can be given
as options.

Fig. 6 illustrates the generation of rings
from a coronene compound. The process stops
at the top (single ring, which is not displayed
in the figure) automatically.

2) Top down manner

This means to generate the concepts from
a broader one. New concepts are generated
by adding some components to the base con-
cepts. The components and location should
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Fig.7: Generation of concepts in a top down manner

be given because the process can not stop
automatically.

Fig.7 illustrates the generation of concepts
from the top compound by adding bromo (
-Br) to the ring. The process stops in the
bottom because there is no unoccupied posi-
tion in the ring.

3.3 Other semantic structures
of chemical data

represents the network of reactions can be
constructed based on the collection of known
reactions. This network can be generated au-
tomatically by piling up common compounds
for reactions. A graph isomorphism algo-
rithm is necessary to decide if two connec-
tion tables represent a same compound. Fur-
thermore, the conceptual structure of reac-
tions which represents the ISA relationships

among reactions can be constructed also. It

is constructed according to generality of change
of chemical structures from the starting com-

Besides the conceptual structure of compounds,
the logical structures of compounds which
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Fig.8: An example of substructure search

pounds to the products together with the

reaction conditions. - The approach of con-

structing the structure is a bottom-up man-

ner, that is, using more generic changes on

chemical structures to organize reactions, then
taking advantage of the knowledge on reac-

tion patterns such as oxidation, reduction,

replacement, and so on[14].

4. Substructure search of
compound

Conventional substructure search systems
take the screening approach which uses in-
verted file of some fragmental structural fea-
tures to get the candidate structures of the
query. However, they still have to use the
time consuming operation of subgraph iso-
morphism for the final decision because that
the relationships or .connections among the
fragments are not be considered in the stage
of screening. Taking advantage of the con-
ceptual structure of compounds, substructure
search can be implemented efficiently in two

steps: find the entrance node standing for the
query substructure by graph isomorphism (not
subgraph isomorphism) operation, and then
retrieve all candidate compounds by navigat-
ing links directly. Fig.8 shows an example of
substructure search. The structures which
include the top structure are given system-
atically.

5. Naming of structures

The conventional nomenclatures are rule-based
and are designed to give unique names for all
of the chemical structures(17]. The system
may be too complex to be maintained and
may lose the flexibility of naming a structure
from various viewpoints.

Chemical structures can be named by ana-
logical reasoning based on the names of sim-
ilar structures. Fig.9 shows an example of
naming structures taking advantage of the
conceptual structure of compounds. Names
of compounds around named compounds can
be given in an analogical way. The mainte-
nance of this kind of case-based system may
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Fig. 9: Naming the similar compounds by analogical reasoning

be easier than the rule-based one. Another
example is given in Fig.10, it shows the case
of naming a structure from different view-

points. Structures can be given different names

based on their different substructures in the
semantic structures, and vice versa.

6. Conclusion

Semantic structures are essential compo-
nents for problem solving systems because
the capability of the systems mainly depends
on semantic processing of comprehensive in-
formation. The semantic structures serve as
knowledge bases of the system.

The homogenized bipartite model for flex-
ible representation of meaning is applied to
chemical information. Relationships among
concepts such as overlap, nesting, recursion
and relativity, which are difficult to be dealt
with by conventional set or graph based mod-

els can be represented by the model. The al-
gorithm for self organizing the semantic struc-
tures is described. The approaches are prac-
tical in the processing of chemical data. The
chemical information is organized as a con-
ceptual structure of compounds which rep-
resents the ISA relationship between com-
pounds, a logical structure of compounds which
represents the reactive relationships between
compounds, and a conceptual structure of
reactions which represents the ISA relation-
ships between reaction rules.

Taking advantage of the semantic struc-
tures, many functions of problem solving sys-
tems, especially the functions for open world
relevant manipulation of information can be
developed. Generation of lacking informa-
tion, substructure search of compounds and
naming of compounds by analogical reason-
ing are illustrated as examples.
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CH3-CH2-CH3

propane

CH3-CH2-CH2-Ci

propyl chloride

- 1-chloro propane

/

CH3-CH2-CH2-OH
propyl alcohol
1-hydroxy j)ropane

1-propanol

HO-CH2-CH2-CH2-Cl
3-hydroxy propyl chloride
1-chloro-3-hydroxy propane
3-chloro propyl alcohol
3-chloro-1-hydroxy propane

3-chloro-1-propanol

_

_J

'Fig.lO: Naming compounds from different viewpoints
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